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Neural-PIM: Efficient Processing-In-Memory
with Neural Approximation of Peripherals

Weidong Cao, Yilong Zhao, Adith Boloor, Yinhe Han, Xuan Zhang, and Li Jiang

Abstract—Processing-in-memory (PIM) architectures have demonstrated great potential in accelerating numerous deep learning tasks.
Particularly, resistive random-access memory (RRAM) devices provide a promising hardware substrate to build PIM accelerators due to
their abilities to realize efficient in-situ vector-matrix multiplications (VMMs). However, existing PIM accelerators suffer from frequent and
energy-intensive analog-to-digital (A/D) conversions, severely limiting their performance. This paper presents a new PIM architecture to
efficiently accelerate deep learning tasks by minimizing the required A/D conversions with analog accumulation and neural approximated
peripheral circuits. We first characterize the different dataflows employed by existing PIM accelerators, based on which a new dataflow
is proposed to remarkably reduce the required A/D conversions for VMMs by extending shift and add (S+A) operations into the analog
domain before the final quantizations. We then leverage a neural approximation method to design both analog accumulation circuits
(S+A) and quantization circuits (ADCs) with RRAM crossbar arrays in a highly-efficient manner. Finally, we apply them to build a RRAM-
based PIM accelerator (i.e., Neural-PIM) upon the proposed analog dataflow and evaluate its system-level performance. Evaluations on
different benchmarks demonstrate that Neural-PIM can improve energy efficiency by 5.36x (1.73x) and speed up throughput by 3.43 x
(1.59x) without losing accuracy, compared to the state-of-the-art RRAM-based PIM accelerators, i.e., ISAAC [1] (CASCADE |2]).

Index Terms—Deep neural networks; Processing-in-memory; Analog computing; Hardware acceleration.

1 INTRODUCTION

EEP neural networks (DNNs) have been powering a
broad range of applications [3]], [4], [5], [6], [7], includ-
ing natural language processing, image classification, and
object recognition. The demand to achieve high accuracy
for increasingly computational tasks leads to ever-growing
model sizes of modern DNNSs [8], [9]]. Processing such huge
DNNSs [5], [6], [7]], [8]l, [9] in systems with conventional Von
Neumann architectures [10], [11], [12] incurs enormous en-
ergy consumption and significant execution latency due to
the vast data movement between the separate memory and
computing elements. To tackle this challenge, processing-
in-memory (PIM) is introduced as a promising paradigm by
co-locating compute and memory. Various PIM architectures
have been proposed to accelerate DNNs [1], [2], [13]], [14],
[15], [16], [17], [18] in the past years. Particularly, emerging
non-volatile memory devices, e.g., resistive random access
memory (RRAM) device, have been extensively studied to
design PIM accelerators owing to their inherent advantage
in realizing highly efficient in-situ vector-matrix multiplica-
tion (VMM) with crossbar arrays.
Examples of such accelerators [1], [2], [16], [17], [18] have
demonstrated significant improvements in energy efficiency
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and throughput on the order of ~1000x compared to CPU
and GPU platforms. Despite of their promise, RRAM-based
PIM accelerators are still in the early stage of development
with many open challenges. One primary concern is that
they rely on costly peripheral circuits, e.g., digital-to-analog
converters (DACs) and analog-to-digital converters (ADCs),
to bridge analog VMM and digital storage. Given the typical
size of a crossbar array ranging from 64 x 64 to 256 x 256
and the precision of a RRAM cell varying from 1-bit to 6-
bit [1], [2]], [16], [17], [18], [19], analog partial sums on bit-
lines (BLs) could have extremely fine voltage/current levels.
Such partial sums demand high-resolution ADCs for quan-
tization which however dominate the energy consumption
and the silicon area of RRAM-based PIM accelerators. For
example, 58% of system energy is consumed by 8-bit ADCs
in ISAAC [1]], and 98% of silicon area is occupied by 8-bit
ADCs in a scientific computing accelerator [19].

Prior work has reported a number of various techniques
to alleviate the heavy burden of ADCs in RRAM-based PIM
accelerators. CNNWire [20] uses the Winograd algorithm
to reduce the number of required analog VMM opera-
tions, thereby decreasing the associated energy consumed
by analog-to-digital (A/D) conversions. Yet, without opti-
mizing the peripherals of crossbar arrays holistically, this
method still endures huge overheads caused by its periph-
erals such as ADCs. PRIME [16] and PipeLayer [17] adopt
single-bit sense amplifiers and integrate-and-fire (IF) neu-
rons to replace traditional high-resolution ADCs. However,
these 1-bit quantizers take up to 2" clock cycles to produce
an n-bit BL output, leading to significant processing latency.
CASCADE [2] leverages RRAM buffer arrays to temporally
store the analog partial sums and accumulate them before
quantization. This method can effectively reduce the re-
quired A/D conversions. However, buffering high-precision

mission. See http://www.ieee.or: 'ights/indexhtmll for more information.

ore. Restrictions apply.



0018-9340 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution re

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TC.2021.3122905, IEEE

Transactions on Computers

(6-bit) analog partial sums into RRAM cells demands non-
trivial programming energy and suffers from severe device
variations [21]], [22], degenerating the inference accuracy.
Without losing accuracy and throughput, further energy
and area improvements in peripherals, are of paramount im-
portance in building energy-efficient and high-performance
RRAM-based PIM accelerators.

In this paper, we aim to fundamentally address the
overheads of RRAM-based PIM accelerators caused by the
expensive A/D conversions. Towards the goal, we develop
an analytical framework to characterize different accumu-
lation strategies employed by existing RRAM-based PIM
accelerators. In this way, we reveal opportunities to further
improve their performance by extending the accumulation
into the analog domain to minimize the need for explicit
A /D conversions. With this key insight, we propose Neural-
PIM-a novel accelerator architecture with neural approxi-
mated peripheral circuits to improve both energy efficiency
and throughput for RRAM-based PIM acceleration. Key
innovations and contributions in the paper are listed below:

o We classify different accumulation schemes used by
RRAM-based PIM accelerators and build a unified
analytical framework to compare the performances
of associated dataflows. The study shows that our
proposed analog dataflow which fully extends the
accumulation of partial sums into the analog domain
can minimize the required A/D conversions.

e We propose a novel neural approximation method
to design peripheral circuits (termed NeuralPeriph),
enabling the proposed extended analog dataflow.
NeuralPeriph circuits are synthesized using RRAM
crossbar arrays and CMOS inverters, hence, are both
energy- and area-efficient.

e We build a Neural-PIM accelerator upon the pro-
posed analog dataflow with NeuralPeriph circuits.
Particularly, we present the detailed system design
and thoroughly discuss the inference accuracy of the
proposed accelerator.

o We comprehensively investigate its system-level per-
formance. Compared to the state-of-the-art baselines,
i.e., ISAAC [1] (CASCADE [2]), Neural-PIM shows
an average improvement of 5.36x (1.73x) in energy
efficiency, and 3.43x (1.59x) in throughput across
different DNN benchmarks without losing accuracy.

The rest of the paper is organized as following: Section
provides the background of the work. Section [3| introduces
the characterization framework. NeuralPeriph circuits are
presented in Section [} Neural-PIM accelerator is elaborated
in Section [5 Finally, we present the simulation methodol-
ogy in Section [f| and demonstrate the evaluation results in
Section [7]before concluding the paper in Section

2 PRELIMINARY KNOWLEDGE

In this section, we first review typical DNN structures
and associated operations. We then briefly show basic archi-
tectures and components of RRAM-based PIM accelerators.
Finally, we introduce the concept of neural approximators.
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Fig. 1: Mapping illustration. (a), An example of a CONV layer. (b),
Ideally mapping a CONV layer upto crossbar arrays. (c), Practical
mapping and simplified illustration of peripherals at the array level.

2.1 Neural Network Workloads

Convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) are two popular DNN workloads.

CNN models. A typical CNN consists of many cascaded
computational layers, such as convolutional (CONV) layers,
pooling layers (POOL), and fully connected (FC) layers.
CONV and FC represent the most computation-intensive
and memory-intensive layers as they involve large amounts
of multiplication and accumulation operations. Fig. [I(a)
illustrates an exemplary CONV layer in a CNN. The input
feature map of layer n is a 3-D tensor defined with a size
of N, x N, x (. The kernels are a 4-D tensor with a size
of K, x K, x C; x Cp. Here, C; and Cp are the number
of input channels and output channels, respectively. To get
the output feature map of layer n + 1, the kernel window
shifts right or down to convolve the input feature map. An
output point f, _ at the position of (z,y, z) is obtained as
follow: /2, = 0(S2 24 3015 22524 £, (6, k)=, 5, K).
Here, f1 , (4,7, k) is an input; w. (4, j, k) is the weight value
of the 2! kernel; o(-) is an activation function; (z,y, k) and
(4,7, k) correspond to the positions of input and weight. An
FC layer can be viewed as a special case of a CONV layer
when N, = K, and N, = K. The corresponding output
feature map is thus sized into 1 x 1 x Ct x Cp.

RNN models. Long-short term memory (LSTM) [23]
and gated recurrent unit (GRU) [24] are two representative
RNNs. The underlying computations of RNNs are similar to
the FC layer in a CNN, which are expressed as the following
equations by taking LSTM as an example:

Input gate: i, = o(W" -2y + U" - hy_q);
Forget gate: f; = o(W/ -2, + UT - hy_y);
Output gate: oy = o(W° - a4 +U° - hy_1);
Cell state: ¢; = tanh(W€ -z, + U° - hy_q);
Memory cell: ¢; = fr © ¢i—1 + 144 © &y
Hidden state: hy = o; © tanh(c;).

M

Here, W* and U*, k = {i, f,0,c} are the learned weights
for input vector z; and hidden states h;_; of different gates
respectively. © denotes element-wise multiplication. Both o
and tanh are the activation functions. The first four rows
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in Eq. (1) involve considerable computation-intensive VMM
operations. As the time step ¢ increases, the computations
and memory accesses increase linearly.

DNN quantization. DNN models are usually quantized
into low-precision, e.g., 16-bit fixed-point numbers [25], [26],
to reduce the model size and the complexity of hardware.
The quantization enables better performances with negligi-
ble accuracy loss. Recent work [25], [27], [28] has shown that
lower-precision (< 8-bit) quantizations can achieve higher
energy efficiency while keeping the same accuracy as the
16-bit quantization for the PIM accelerators.

2.2 RRAM-Based PIM Architecture

A number of RRAM-based PIM accelerators have been
reported in prior work [1]], [2], [16], [17], [18]], [19]. They have
various architectures and execution manners, but possess
similar devices, building blocks, and peripheral circuitry
modules (including wordline circuitry and bitline circuitry)
at the array level as shown in Fig,. [Ifc).

RRAM device. A RRAM device is a passive element
which stores information with its conductance. Taking ad-
vantage of its small size and excellent scalability, RRAM is
usually organized into a dense crossbar architecture, serving
as either a storage array or a computing engine.

RRAM crossbar array. A RRAM crossbar array allows
to parallelly perform massive VMMs in the analog domain.
Fig.[I{b) presents an example of mapping a CONV layer into
RRAM crossbar arrays for in-situ VMM. The K, x K, x C}
weights of each kernel can be stored into the same number
of RRAM cells as conductances in a column. The Cp kernels
are then mapped into Cp columns. Measured data from
RRAM chips show that both RRAM precision (1~3-bit)
and crossbar array size (< 256 x 256) are limited [29]. A
practical mapping method is to split each high-precision
weight into several RRAM cells of adjacent columns and
store a large-size kernel across several crossbar arrays [1],
[2], [16], [17], [18], [19]. By applying read voltage to the
wordlines (WLs) of a crossbar array, Ohm’s law dictates
that the corresponding current contributed by the RRAM
cell to the BL is the product of the input voltage and the
conductance. Then, according to Kirchhoff’s law, the current
from each cell aggregates along the BL to complete the
computation of a dot-product.

Wordline circuitry. DACs are the WL drivers to con-
vert digital inputs into analog voltages. Employing high-
resolution DACs as input drivers improves latency, but
requires additional hardware resources and leads to high
energy consumption. Bit slicing technique serves an efficient
input streaming strategy, where bit-slices of a high-precision
input are serially fed to the WLs using a low-resolution
DAC. For example, ISAAC [1] and CASCADE [2] adopt a
1-bit DAC to stream a 16-bit input with 16 cycles.

Bitline circuitry. Sense amplifiers (SAs) [16], integrate-
and-fire (IF) neurons [17], or ADCs [1] serve as BL quan-
tizers to convert analog partial sums into digital bits. For
example, PRIME [16] and PipeLayer [17] adopt 1-bit SAs
and IF neurons to successively perform 2" conversions
to produce an n-bit output. Despite being more energy-
efficient, these 1-bit quantizers have significant conversion
latency. On the other hand, conventional ADCs can obtain
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Fig. 2: Conceptual illustration to design neural approximated periph-
eral circuits in RRAM-based PIM accelerator. (a), Neural approximation
for S+A circuits. (b), Neural approximation for ADCs.

multi-bit quantization in one clock period. ISAAC [1]] uses 8-
bit ADCs for quantization. However, high-resolution ADCs
lead to higher power and area overheads compared to SAs
and IF neurons. After quantization, shift and add circuits
are used to tally up the partial sums across different BLs and
different computation cycles to obtain the final dot-product.

2.3 Neural Approximator

A neural approximator refers to a specialized hardware
that approximates a general function § = f(Z) in its circuit
implementation. The underlying idea stems from the uni-
versal approximation theorem [30] that states an arbitrary
decision region can be well-approximated via training a
feedforward neural network (NN) with one hidden layer
and any continuous nonlinear activation function (NAF).
In other words, with n; inputs and n, outputs, a neural
approximator built upon a three-layer NN is capable of
approximating any n;-input-n,-output function [31]. Prior
work [21]], [32], [33], [34], [35] has leveraged RRAM cross-
bar arrays and analog neurons to design high-performance
neural approximators for diverse applications. For example,
neural approximators can accelerate various computational
tasks with high accuracy (< 107° mean square errors) and
superior energy efficiency (24.59~567.98 GFLOPS/W) [21].
They can also approximate diverse quantization functions
with remarkable performance [32], [34].

Inspired by prior success of applying neural approxima-
tors to many computation and quantization tasks, we ex-
plore a new direction of neural approximators in the design
of peripheral circuits, e.g., shift and add (S+A) circuits and
converters (ADCs), to improve the performance of RRAM-
based PIM accelerators. Fig. [2] conceptually shows the idea
to design the neural approximated peripherals. A three-
layer NN is first trained to approximate the mathematical
function of each peripheral circuit, i.e., a conventional shift
and add function for an S+A circuit and a quantization func-
tion for an ADC (D). The well-trained NN is then mapped
into RRAM-based hardware substrate (2)). We elaborate the
design of these neural approximated circuits in Section [4}

3 CHARACTERIZING PIM DATAFLOWS

In this section, we examine the partial sum accumulation
schemes employed by existing RRAM-based PIM accelera-
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Fig. 3: Different accumulation strategies in RRAM-based PIM accelerator [1], [2], [16], [17]], [18], [19] and their dataflows. Here, we use 4-bit
dot-product as an example. (a), Strategy A with fully digital accumulation. (b), Strategy B with analog buffering and digital accumulation. (c),
Proposed Strategy C with fully analog accumulation. (d), Dataflow comparisons between different dataflows. IR/OR are the input/output register.

tors and their associated dataflows. In this way, we identify
a new dataflow that can perform fully-analog accumulation.
We then present a unified analytical framework to study the
first-order performance associated with each dataflow. This
modeling framework allows us to capture the impact of the
main design parameters on the system performance (i.e.,
accuracy, energy, and latency) and quantify the key benefits
of the proposed analog accumulation dataflow.

3.1 Classifying Accumulation Schemes

We find the accumulation schemes of partial sums sig-
nificantly affect the energy efficiency of RRAM-based PIM
accelerators. Fig. a)-(c) show the different accumulation
strategies. Fig.[B(d) compares the corresponding dataflows.

Strategy A (Fig.[3{(a)) conducts accumulation after quan-
tizing BL analog partial sums. Prior work, e.g., ISAAC [1],
PRIME [16], and PipeLayer [17], adopts this strategy. Its
dataflow (Strategy A in Fig. B(d)) follows below steps for
each input bit-slice vector X [i]: D Transfer BL currents of a
VMM computing array to voltages; ) Converter the analog
voltages to digital partial sums; Q) Read out the temporary
sums stored in a local OR; @ Accumulate the partial sums
with S+A circuits; & Write back the updated sum to the OR.
Assume using 1-bit RRAM cells to store an 8-bit weight, the
partial-sum accumulation needs 8 x8 = 64 A/D conversions
and data movements in and out of registers to obtain an
8-bit dot-product, which significantly worsens the energy
efficiency. Strategy B (Fig. B[b)) buffers analog partial sums
from all input cycles before the quantization, capturing the
scheme adopted by CASCADE [2]. The dataflow (Strategy
B in Fig. [3[d)) follows below sequences for every input bit-
slice vector X|[i]: D Transfer BL currents of a VMM com-
puting array to voltages using trans-impedance amplifiers
(TIAs); @ Align the voltages as inputs to write RRAM in
buffer arrays to store the partial sums. After the analog
partial sums resulted from each input bit-slice vector are
aligned and buffered, quantizations happen on the BLs of
buffer arrays (@). Digital S+A operations are still required
to accumulate the digital partial sums across BLs in the
buffer array (@). Such a strategy reduces the required A/D
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conversions to obtain the final digital dot-products. For
example, assume to use 1-bit RRAM cells to store an 8-bit
weight, the strategy incurs 8 +8 — 1 = 15 A/D conversions
in 8 input cycles, improving the energy efficiency.

Aided with the insight that performing accumulation
before quantization can reduce the number of A/D con-
versions, we propose Strategy C in Fig. [B[c). The idea is
that if the analog partial sums from all BLs that store kernel
weights can be accumulated across the input cycles, it is pos-
sible that only one A/D conversion is needed to digitize the
final analog sum, minimizing the A/D energy. Its dataflow
(Strategy C in Fig. 3(d)) obeys the following steps for each
input bit-slice vector X [i]: @ Transfer BL currents of a VMM
computing array to voltages; @ Simultaneously accumulate
analog partial sums (i.e., Vp, ..., V3 in Fig. Bc)) across all BLs
that store weights and the intermediate sum (i.e., V, ;—1) by
the end of the previous input cycle ¢ — 1. When the final
analog sum is achieved, one-time quantization occurs ().
Efficient S+A operations in the analog domain are hard to
implement with conventional analog circuits [2]. We thus
propose a neural approximated S+A circuit (NNS+A) to
enable the accumulation of analog partial sums. As concep-
tually shown in Fig. [3[c), the NNS+A cyclically accumulates
both the analog partial sums (i.e., Vg, ..., V3) of all BLs and
the intermediate sum (i.e., V;;—1) up until the previous
input cycle ¢ — 1. The temporary buffering of the interme-
diate sum Vj ;1 is achieved with a sample and hold (S/H)
circuit as described in Section[4.1.2] In our scheme, the final
analog sum is quantized by a neural approximated ADC
(NNADC) reported in a prior work [34]. Such an NNADC
can achieve high-fidelity quantization with superior energy
and area efficiency. Additional saving is also made possible
by limiting the quantization to the P most significant bits
(MSBs) of the final analog sum, where P is the resolution of
activations of a quantized DNN model.

3.2 Unified Characterization Framework

To compare the three dataflows, we build a first-order
characterization framework. It uses a few hardware param-
eters to derive the required A/D resolution, the number of
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A /D conversions, and the latency to obtain final digital dot-
products for each strategy at the array level. Without losing
generality, given a pre-trained DNN model with Pr-bit
inputs, Pyy-bit weights, and Pp-bit outputs, the hardware
parameters are defined as: 1) a VMM computing array has
a size of 2 x 2V (N is an integer < 9); 2) each RRAM cell
has a Pg-bit precision; 3) a WL is driven by a Pp-bit DAC.

BL resolution. Each BL voltage in Strategy A has levels up
to (2Fr —1)x (2FP —1) x2", needing A /D resolution P4 [1]:

PA{ (Pr+ Pp + N), if Pr > 1,Pp > 1;
A —

(Pr+ Pp — 14 N), otherwise. @)
For Strategy B, each RRAM cell in a buffer array stores the
BL information of a VMM array with the precision in Eq. @
The BL in the buffer array then needs A /D resolution of P%:

Pf = P4 +log,([P1/Pp]). 3)

“ o

Here, [-] denotes the minimal integer no smaller than
[Pr/Pp] is the total input cycles, i.e., the number of rows
in the buffer array to store the partial sums from the VMM
array. Strategy C extends the accumulations completely in
the analog domain. Though the final analog sum from the
NNS+A has levels up to (277 —1) x (2% —1) x 2V, we only
need to extract the Po MSBs. The required A /D resolution
P2 is thus only determined by the output precision:

P4 = Po. (4)

A/D conversions. For Strategy A, the total number of A/D
conversions are determined by the below expression:

Némversion = ’VPI/PD“ : [PW/PR“ . )

Here, [ Py /Pg| means the total RRAM columns that store
a weight. In Strategy B, only the analog partial sums of BLs
in a buffer array are needed to be quantized. The number of
A/D conversions is:

Ng)nversion = [PI/PD] + [PW/PR“ -1 (6)

Since all accumulations are performed in the analog domain,
only one A/D conversion is required by Strategy C:

C
N, Conversion — 1. (7)

Computation latency. For all strategies, the computation
cycle is determined by the input precision and the DAC
resolution assuming the bit-slicing input technique.

Lfgtency = Llftency = Lgtency = [PI/PD1 . (8)

Eq. @~(@) show the upper-bound resolutions of ADCs,
the total number of A/D conversions, and the computation
cycles to complete a VMM for each strategy, guiding the
accuracy, energy consumption, and latency of each dataflow.
Note that the above equations are derived based on a
single group of inputs and weights. For the dot-products
of a 2V x 2V VMM array, they involve multiple groups
of weights. Then, Eq. (5) to Eq. (7) should be scaled ac-
cordingly. The characterization results at the array level for
different dataflows are shown in Section 3.3}

3.3 Characterization Results

We use AlexNet [6] with 8-bit quantization trained on
CIFAR-10 [36] as an exemplary benchmark for the charac-
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Fig. 4: Dataflow comparisons. (a) Inference accuracy of AlexNet [6]
on CIFAR-10 [36] as a function of A/D resolution for three strategies.
(b) Normalized energy efficiency and (c) Energy breakdown of three
design strategies using a 128 x 128 crossbar as an example.

terization. The hardware parameters are set as follow: 1)
N=72)Pr=1 and Pp € [1,2,4],’3) P =Py =PFPo =38,
for the array-level evaluation. The specifications of DACs,
ADCs, digital S+As, and crossbar arrays come from the
previous works [1], [2] while the specifications of NNS+As
and NNADCs are from Table [T in Section [4.3]

Impact of A/D resolution on accuracy. Fig. a) shows
the inference accuracy with the evolution of A/D reso-
lutions for each strategy. In the characterization, we set
Pr = 1, Pp = 1. It suggests that A/D resolutions fol-
lowing the theoretical bounds defined in Eq. @)~() are
sufficient to deliver adequate hardware inference accuracy.
After passing the theoretical bound, the inference accuracy
improvement for all three strategies is limited with the
increasing of A/D resolution. Specifically, Strategy A needs
the lowest A/D resolution as it directly quantizes the BL
signals and performs the digital accumulation, whereas
Strategy B exhibits the most stringent requirement on A/D
resolution as it buffers analog partial sums using extended
RRAM buffer arrays. Our Strategy C has a modest A/D
resolution requirement as it is fully analog and the A/D
resolution is only determined by the output precision Fp.
The characterizations in the remainder of this section thus
use the A/D resolution dictated by the inference accuracy.

DAC resolution impacts. In this part, we investigate
how the resolution of DACs can affect the performance of
the different dataflows in terms of computing dot-products.
For the investigation, we fix Pr = 1. We then increase the
resolution of DACs and normalize the energy consumption
of all strategies with the value of Strategy A using 1-bit
DACs. As illustrated in Fig. f{b), the energy efficiency of
Strategy A degenerates by increasing the DACs’ resolution,
yet improves for Strategy C. Although less A/D conversions
are required for Strategy A based on Eq. (), the A/D reso-
lution P4 increases according to Eq. (@) due to the higher-
resolution of DACs. The degenerated energy efficiency is
caused by the exponential energy scaling law of ADC with
its resolution [1]. Therefore, ADC dominates the total energy
consumption of Strategy A as shown in Fig.[fc). Strategy C
only requires one-time A /D conversion with fixed A/D res-
olution P# determined by Pp. Therefore, the A/D energy
does not suffer from the increased resolution of DAC. In
addition, the computation cycles defined in Eq. (8) are also
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reduced thanks to the increased D/ A resolution, improving
the energy efficiency of DAC and NNS+A. However, as
DAC’s power consumption scales with its resolution in a
weakly exponential style [1f], [37], the energy efficiency of
Strategy C will be dominated by DACs. 4-bit DACs are
an optimal option to maximize the energy efficiency. Only
one energy breakdown of Strategy B is reported in Fig.
as the buffer array RRAM cell requires precision >7-bi
when Pp > 2, beyond the ability that state-of-the-art fab-
ricated device can achieve [38]. The investigation suggests
that Strategy B is fundamentally limited by buffer RRAM’s
precision and can only adopt either low-resolution DACs or
small size crossbar array for practical design considerations.
The characterizations here demonstrate that Strategy C
has clear advantages in both energy efficiency and pro-
cessing speed with high-resolution DACs over the other
two strategies, motivating us to adopt it to improve the
performance of RRAM-based PIM accelerators.

4 NEURALPERIPH IMPLEMENTATION

In this section, we present the design of the neural ap-
proximated peripheral circuits (NeuralPeriph), i.e., NNADC
and NNS+A. The detailed design of NNADCs has been
proposed in our prior work [34]. Hence, we give a brief
introduction in Section #.2| to show its core design concept,
and emphasize how it overcomes the design challenges
from quantizing the analog sums with variations and vari-
able dynamic ranges. Here, we focus on modifying the
neural approximation method [34] to design the NNS+A.
We first introduce the hardware substrate used to instantiate
a trained NNS+A model. We then show the offline training
framework to find optimal weights for the NNS+A model
to accurately approximate the ideal S+A function.

4.1 Design of NNS+A Circuits
4.1.1 RRAM-based hardware substrate

We adopt RRAM crossbar arrays and CMOS inverters
as the hardware substrate [32] to build the NNS+A circuit.
The RRAM crossbar arrays are used to instantiate weights
and the CMOS inverters work as analog neuronsﬂ Such a
hardware substrate achieves both high energy efficiency and
minimal area overhead without complex analog-style neu-
ron circuits (e.g., operational amplifiers) [21], [32]. Fig. a)
shows the NNS+A circuit with a pseudo-differential three-
layer architecture. The CMOS source followers (drivers) are
used as the “place holder” neurons for both inputs and
outputs. Assuming that the activation precision Pr and the
weight precision Py of a DNN workload are 8-bit, and
the RRAM cell precision Pr in a VMM array is 1-bit, the
NNS+A has a size of 10 x Hg, o x1. Here, Hg, 5 is the number
of hidden neurons. Among the ten pseudo-differential pairs
of input portsﬂ eight of them are connected to the analog

1. We follow the original scheme proposed in CASCADE [2] where
one RRAM cell is used to buffer a high-precision analog partial sum. It
may be possible (but non-trivial) to use multiple low-precision RRAM
cells in a buffer array to store a high-precision analog partial sum.

2. The voltage transfer characteristic (VTC) curve of a CMOS inverter
preserves an S-shaped curve similar to the sigmoid and can serve as a
nonlinear activation function (NAF).

3. For the k™ pseudo-differential }Fairs, two inputs satisfy the relation:

N _ P —V N _V
Vin’k = Vbp — Vin’k. We assume Vin’k = Vin,k, then Vm’k = Vob — Vink-
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Fig. 5: Design of NNS+A circuits. (a) Hardware substrate for NNS+A.
(b) The offline training framework to find the optimal RRAM resis-
tances to best approximate the S+A function.

partial sums (Vin ;, j = 0,1,---,7) from the BLs that store
8-bit weights. The 9™ one is connected to the intermediate
analog sum (V,,;,—1, ¢ = 0,1,---,8/Npac — 1) utill the
previous cycle i—1. The remaining one is kept for the trained
biases (connected to Vpp or GND) which are not explicitly
shown in the Fig. [B[a).

Taking the first layer of the NNS+A as an example, the
crossbar array achieves VMM as 14, j = 21:1 Wi Vink +
Voit,j,J € 1,2, ..., Hsia, with k and j as the indices of in-
put/output ports. The bipolar weight W7, ; is the differential
of two cell conductances in the upper (U) sub-array and the
lower (L) sub-array, which is defined as

Hsia
Wiy =c¢€- (91?,3' - glﬁj)v e=1/ Zk:l (g;?,j +gl€,j)' ©)

Therefore, once the weights of the NNS+A model in Fig.[5(b)
are trained, they can be instantiated as the conductances of
RRAM devices in the hardware substrate using Eq. (9).

4.1.2 Offline training framework

The proposed training framework for NNS+A circuit is
shown in Fig. [p[b). It can accurately capture the circuit-level
behaviors of the hardware substrate and learn the associated
hardware design parameters (i.e., RRAM conductances) by
approximating the ideal input/output relationship of S+A.
There are four essential steps in the training framework.

In Step @, the NNS+A circuit in Fig. [5(a) is modeled as
a three-layer NN in Fig. [f[b) with a single hidden layer:

h=L1(Vi;61); Va=ovic(h); Vo= Lao(Vii;65). (10)

—

Here, Vi, is an analog input vector and V, is an analog
output. h denote voltages at the output of the first crossbar
layer. They are modeled as a linear function L; of ‘_/;n with
learnable parameters 6; = {W7, V;1}, corresponding to the
weights and bias associated with the first layer. Each of
these voltages passes through an inverter, whose input-
output relationship is modeled by the nonlinear function
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oyic(+), to yield the vector V4. The linear function L, mod-
els the second crossbar layer to produce the output V,
with learnable parameters 6, = {W>, V3}, corresponding
to the weights and bias associated with the second layer.
To thoroughly model the hardware behavior using Eq. (10),
three practical hardware constraints are considered: PVT
variations of CMOS neurons, limited precision and variation
of RRAM devices, and constrained weight value:

> (abs(W1),0) < 1; Y (abs(W3),0) <1,

caused by the passive crossbar array shown in Eq. (9). Step
@ gives the details to incorporate them into training.

In Step @), a learning objective is established to find
optimal {6y, 6,} (associated with RRAM conductances in
crossbar arrays) such that for all values I_/;n in the input
range, the circuit yields corresponding output V, that are
equal to or close to the desired “ground-truth” V;, gr. There-
fore, the learning objective is formulated as {6;,0,} =
argmin ), C¢(Vo, Voir). Here, the cost function C is de-
fined as the mean-square error (MSE), measuring the dis-
crepancy between the predicted V, and true V,gr, e.g.,
C(Vi, Vor) = X4 (Vo (k) — Va(k))2.

In Step @, “ground-truth” datasets are generated for
training. The NNS+A circuit accumulates the analog partial
sums of input bit-slice vectors and a group of weights. Its in-
put/output mapping relationship, i.e., the “ground-truth”,
is modeled as V, g1 = (Z_NDAC Vo1 + Z;:O 27 . Vm,j)/a.
Here, Vino,- -, Vin7 are the ideal analog partial sums in
each input cycle from the BLs that store 8-bit weights, and
Vo,i—1 is the ideally intermediate sum until the previous
cycle ¢ — 1. We assume the LSBs of inputs are first streamed
into the VMM computing array. Hence, the V; ;_; is multi-
plied by a coefficient 2~ Psc. We normalize the ideal output
by o = 27 NVoac 4 Z;ZO 27 to keep it in the same range as
the input signals. Prior work [1f], [2] shows that the analog
partial sum generated by the MSBs of inputs and weights
contributes most to the MSBs of the final digitized sum.
This LSB-first streaming method can thus reduce the com-
putation accuracy loss due to the incomplete charge transfer
from the repeated accumulations, as V4, ¢ = 8/Npac — 1
(i.e., partial sum generated by MSBs of inputs and weights)
needs one-time accumulation. Additionally, it also helps to
minimize the computation errors in each input cycle as these
computation errors are attenuated by the normalization fac-
tor a (o > 1). All these errors are included in our dataflow
accuracy analysis in Section

In Step @, we leverage hardware-aware training tech-
niques to find the feasible and robust weights for the trained
NN model. At the the beginning, we initialize the parame-
ters {61, 62} randomly, and update them iteratively based on
the gradients computed on the mini-batches of {Vi,, Vocr)}
pairs, which are randomly sampled from the input range.
To incorporate the hardware constraints in Step D into
training, we let each neuron j in Eq. randomly select
a VTC from Aytc which is a group of VTCs with different
PVT variations during training: ovrc = Avrc|frandint(Nvrc)]-
Here, frandint(Nvrc) is a function to generate a random
integer < Nytc. We then set W;,i = 1,2 as Agr-bit to meet
the requirement of RRAM precision, and perturb W; using
Wi« W;-e, 6 ~ N (0, 0) to reflect the stochastic variation

(11)
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Fig. 6: (a), Distribution of maximum voltages of NNS+A for different
layers in Alexnet [6]. (b), Quantizing NNS+A’s output using its dy-
namic range [0, Vinax)-

of RRAM resistance [32], and periodically clip all values
of Wy (W) between [—1/10,1/10] ([—1/Hssa,1/Hs:al) to
satisfy Eq. in the training. We also add Gaussian noise
into the ground-truth inputs to mimic the thermal noise of
S/H circuits. After training, we adopt the same method in
the previous work [32] to instantiate the RRAM conductance
for the NNS+A circuit from the trained weights. With the
Step M~@, a robust and accurate NNS+A circuit can be
implemented, as the SPICE simulation results shown in
Table |1} To ensure the proposed NNS+A circuit accumulate
the intermediate analog sums cyclically, its outputs are
connected to the 9" inputs pair via S/H circuits [39] shown
at the bottom of Fig. a). The differential clocks control ¢,
and ¢, alternatively to sample and hold (or transfer) the
charge, thereby buffering the intermediate sum V; ;1.

4.2 Input Range-Aware Training for NNADC Circuits

Our NNADC is implemented based on a pipelined struc-
ture with the same hardware substrate and similar design
procedures as the NNS+A. The main difference is that its
“ground-truth” is the quantization function of an ADC. The
design details are discussed in a prior work [34]. Here, we
introduce several key challenges required to be overcome
when designing an NNADC. As discussed in Section
NNADCs with 8-bit resolution are sufficient for the quan-
tization of 8-bit DNN models. An implicit assumption there
is that the output of an NNS+A could span the fixed full
range of [0, Vpp]. However, since the weights and activations
of DNN layers usually exhibit normal distributions, we
observe that BLs” outputs of a VMM computing array are
usually smaller than Vpp. It suggests that the range of the
final analog sums from an NNS+A is less than Vpp and
this range can be different across the DNN layers. Fig. [6(a)
illustrates a distribution of the maximum output voltage
of ideal NNS+A circuits for different layers in AlexNet [6].
The conventional quantization scheme based on a full-scale
range of [0, Vpp] is ineffective, as several MSBs of the digital
codes may be zero (Fig. [p[b)), degenerating the inference
accuracy. Moreover, despite the proposed mitigation tech-
niques, the final analog sums from a practical NNS+A
circuit still suffer from its inherent noise, which further
deteriorates the hardware inference accuracy.

To resolve these challenges, we propose an input range-
aware technique to design NNADCs (Fig. [f[b)) by defining
the labeled digits using the dynamic range [0, Vinax] of ideal
NNS+A circuits’ final output Vigear:

7

ZZi - d; = round (Vigeal/Vinax x (2° — 1)) .
=0

(12)
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TABLE 1: Performances of trained NeuralPeriph circuits.
[Tite | [ite | - [ Tite | [ Tite || 4l IR |
NeuralPeriph | NNS+A \ 8-bit NNADC [Tite || [Tite | - [Tite |||[Tire ] EHVMM‘ EHVMM‘%‘VMMHEHVMM‘
Supply 12V 'E \AE NoC : .5 [ NNS+As ]
Technology 130 nm Lite ||| Tite | [ Tite || [ Tite | [ Shared NNADCs |[Adder |[N\OR ]
RRAM precision: Ag = 3-bit; variation: o = 0.025 | Tile | J Tile |\ | Tile | | Tile |
Input range 0,05V — O 2oiw P [ wNe]w N
MHz GS/s
Speed 50 10 05 I @%ﬂ_@ontrolle[] Column Decoder . & y& E & &
Area (mm?) | 15-103 | 3-103 0.0069 0.015 S o I IEFE [
Power (mW) 0.68 1.39 6.3 13.1 o gﬁ PE PE |- PE e I
ENOB (bits) N/A 7.88 7.85 sz AV AV AV v 4y 4
Max erro[r (mV) /DNL ([LSB)a % Bus ‘ SH ‘
. . 4 5 —0.25/0.55 | —0.23/0.5 = P IyP | N [yN
= Vi oV, A 37
Apprgli;lcr)rl}atlon Min error (mV) INL (LSB)? [c] g P ‘ '"’J myl%\sti A ‘"‘4 '"'4
=3 | —4 | —056/062 | —0.45/06 g2 PR || PR PR S
& P P N
? A normal range for the DNL and INL of conventional ADCs is (—1,1)LSB — Voit Vo Vo, OI=D
(least significant bit). The smaller this range is, the better the NNADC is. (b) ©

Here, “round(-)” is to get the closest integer of “-”; d; is the
ith digit of an 8-bit digital code associated with the Vigeal,
whereas the inputs used to train NNADCs come from the
final sums V,, of practical NNS+A circuits. Each value of V,
is a noisy version corresponding to its ideal value Vigea. We
therefore can compensate for the errors caused by the non-
idealities of NNS+A circuits by using the noisy inputs (V)
with the correct labels (Eq. (12)) to train the NNADCs. We
find that training three NNADCs by letting Viax in Eq.
be 0.5Vpp, 0.25Vpp, 0.125Vpp provides sufficient coverage
for various DNN models. For each DNN layer, we then
program the hardware substrate of NNADCs to be one of
the three pre-trained NNADC models to accommodate the
dynamic output ranges and noisy outputs of NNS+A cir-
cuits. In this way, most significant information of NNS+A’s
output is preserved by the 8-bit quantization.

4.3 Evaluation of NeuralPeriph Circuits

We use the configurations introduced in Section to
train a group of NeuralPeriph circuits. Our offline training
framework yields high accuracy for the trained NeuralPe-
riph circuits. For example, an NNS+A model can achieve
< 107° MSE. The NeuralPeriph circuits are thus consid-
ered without explicit approximation errors. We then focus
on evaluating the effect of their inherent hardware non-
idealities on the computational accuracy. The circuit-level
simulations are presented in Table |1} We use two important
metrics of conventional ADCs, i.e., differential non-linearity
(DNL) and integral non-linearity (INL), to evaluate the
computation accuracy of NNADCs, and use the absolute
error between the ideal output V, gt and the simulated
circuit-level output V; to evaluate the computation accuracy
of NNS+A. With the hardware-aware training technique
proposed in Section the circuits demonstrate high
computation accuracy. Their performance, e.g., speed and
power, conservatively obtained from SPICE simulation, is
also listed in Table |1} exhibiting high energy efficiency.

5 NEURAL-PIM ACCELERATOR

This section discusses the design of Neural-PIM accelera-
tor. We starts by describing its overall architecture. We then
elaborate the system implementation. Finally, we perform
an analysis on its inference accuracy.
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Fig. 7: Overview of the Neural-PIM architecture. (a), Floorplan of the
accelerator. (b), The organization of a processing tile. (c), Deployment
of NNS+As in PEs and their physical connections with VMM arrays.

5.1 Architecture Overview

The proposed Neural-PIM accelerator aims to improve
the energy efficiency and performance for DNN inference
by adopting the proposed analog accumulation scheme in
Fig. B(c). Fig. [{a) illustrates its architecture overview. It
consists of several tiles which are connected with network-
on-chip (NoC). In each tile (Fig. [/[b)), there are digi-
tal components, such as buffers, input/output registers
(IRs/ORs), decoders, controllers, and post-processing units,
and analog/mixed-signal components, such as processing
elements (PEs). The digital components are necessary to
provide data storage, address decoding, processing con-
troller, and light-weight computation functionalities (e.g.,
activation function, pooling, element-wise multiplication,
and aggregation) for the accelerator; while the PEs, each
consisting of a number of VMM computing arrays and
NNS+A circuits, perform the most computation-intensive
multiplication-and-accumulation operations. The NNADCs
quantize the accumulated analog sums into digital formats
for post-processing. Since the number of A/D conversions
are minimized, several NNADCs are shared by all PEs
in contrast with previous work [1f], [19] that requires a
dedicated ADC for each RRAM crossbar array.

The accelerator supports DNN models with 8-bit quan-
tization. After offline training, the weights of each DNN
are programmed onto the memristors. NeuralPeriph circuits
are similarly instantiated on the RRAM-based hardware
substrate once their models are trainedfl Control vectors
then are loaded into each tile to drive the finite state ma-
chines that coordinate inputs and outputs correctly every
cycle. The accelerator executes a DNN model in a pipelined
manner (Section[5.2.4). Each RRAM crossbar array has a size
of 128 x 128 where each RRAM cell has 1-bit precision. We
leverage the bit-slice technique for input streaming, that is
to use Npac-bit DAC to sequentially send Npac bits of 8-
bit inputs into the WL per input cycle. We leave Npac as a
hyper-parameter for design space exploration in Section[7.1}

4. In contrast to the buffer arrays in CASCADE [2] where frequent
write operations to RRAM cells are necessary, our NeuralPeriph circuits
can be instantiated by writing to their RRAM cells once and then
function as inference modules with read-only operations.
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5.2 System Implementation
5.2.1 Weight mapping and input streaming

DNN weights W are usually signed value while RRAM
conductances are positive. Previous work [1f], [2], [16], [17],
[18], [19] decomposes signed weights W into the subtraction
of two positive weights, i.e, W = WP — W and uses
two sets of crossbar arrays, i.e., positive crossbar array
(for WF) and negative crossbar array (for WN) to store
them. After VMMs are finished in crossbar arrays, the
analog partial sums of two corresponding BLs in the two
arrays are subtracted by an analog subtraction unit, ie.,
W-X = (WP -WNN). X.In contrast with previous RRAM-
based PIM accelerators [1], [2], [16], [17], [18]], [19], we store
WP and W into the adjacent columns of the same crossbar
array using 1-bit RRAM cells, as illustrated in Fig. [/{c). This
weight mapping method is compatible with the proposed
NNS+A circuit, which will be discussed in Section In
particular, for an 8-bit DNN model, a 128 x128 array stores
8 weights per row and 1024 weights in total. Every group
of 16 columns corresponds to a 128 x 1 8-bit weight vector.
A large kernel can be stored into multiple crossbar arrays
and even PEs and Tiles. In this case, some of the tiles will be
designed as aggregators, i.e., they aggregate ORs of different
tiles and apply them in activation units for the next layer.

5.2.2 Deployment of neural-approximated peripherals

The NeuralPeriph circuits are designed using crossbar
arrays and CMOS inverters. They can be naturally be de-
ployed in RRAM-based PIM accelerators with minimal area
overheads. Fig. [7[c) shows the detailed deployment of Neu-
ralPeriph circuits in the proposed accelerator. The BLs that
store W and W/ form pseudo-differential pairs, whose
outputs are connected to the associated input ports of an
NNS+A circuit. The NNS+As are placed below VMMs. By
storing W¥ and W into the same array, the length of wires
connected to the NNS+A circuit is reduced, minimizing the
latency and parasitics. As mentioned in Section[4.1} the out-
puts of NNS+As are connected to the 9" inputs pair via S/H
circuits to achieve the analog accumulation of partial sums
cycle by cycle. Note that each group of 128 x 1 8-bit weight
vector uses an NNS+A, and several NNS+As can be shared
by a 128 x 128 crossbar array depending on their operating
speed. The NNADCs are placed at the center between PEs
in order to minimize parasitics. Their inputs are connected
to the outputs of NNS+As via multiplexers. After the end of
analog accumulation, the NNADCs perform quantizations.

5.2.3 Local buffers and digital processing units

In Neural-PIM, we make use of memory buffer and
IRs/ORs in the memory hierarchy, which is similar to the
previous RRAM-based PIM accelerators [1]], [2]. The mem-
ory buffer stores a large amount of inputs/activations that
are sent into the tile or generated by the tile. IRs/ORs
serve as its cache. In particularly, IR stores part of in-
put/activations sent to DACs while OR stores the quan-
tized dot-products from NNADCs. We adopt the eDRAM
as the memory buffer [1]], [2] and employ SRAM as the
IRs/ORs whose capacities are designed to accommodate
the input/output data rate. The hardware overhead of local
buffers can be reduced by buffer sharing of all PEs. IRs/ORs

9
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Fig. 8: A coarse-grained pipeline for CNNs in a Tile.

are shared by all RRAM crossbar arrays in one PE while
the memory buffer is shared by all PEs. The dot-products
stored in ORs are sent to post-processing units for further
processing. In this stage, the element-wise operations of
RNN (the last two rows in Eq. (I)), digital activation (tanh,
sigmoid for RNN, and ReLU for CNN), and pooling are
performed. The finally processed results will be stored into
memory buffer for the processing of the next layer.

5.2.4 Coarse-grained pipeline between tiles and NoC

CNNs are composed of multiple cascaded layers, such
as CONV, POOL, and FC. The sliding window operation
scheme allows a pipelined manner to run CNN workloads
on the hardware. A coarse-grained Tile pipeline for CNN
inference is illustrated in Fig. |8 which includes two stages.
In the fist stage, PEs will be busy with analog VMM oper-
ations after copying input data of a sliding window from
eDRAM into the IRs. In the second stage, main digital
operations are required to be performed after quantizations,
such as PE/Tile level accumulation, digital activation, and
storing activations into eDRAM to provide the inputs for
the next CONV. POOL operation is also contained in this
stage. These digital operations are executed sequentially.
Meanwhile, the first stage begins to process another sliding
window. Note that eDRAM read and write are separated
into the two stages to avoid structure hazards. Each pipeline
cycle takes up 9 input cycles and each input cycle is 100 ns
as proposed by the previous work [1].

Usually, the sliding window in a CONV shifts towards
right by strides S, or down by strides S,. For example, if
Sz = 2 and Sy = 1, the previous CONV layer 7 — 1 needs
to produce two values such that the current CONV layer
1 can perform its next step. This stride with value larger
than one can cause an unbalanced pipeline in the proposed
Neural-PIM accelerator, that is the when the PEs of layer
1 — 1 are busy in every cycle, the PEs of layer ¢ has to stop
for one cycle. To make the pipeline balanced, we adopt the
weights replication strategy proposed in previous work [1].
For the previously given case, we double the resources
allocated to layer ¢ — 1, that is the weights for layer ¢ — 1
are replicated in different crossbar arrays in order to process
two different input vectors in parallel such that two output
values are produced in one cycle. Relying on the values of
Sz and S, of each layer, the weights in early layers may
be replicated accordingly. However, it should be noted that
the aggregated storage requirement of replicating weights
should be in the range of the available storage on the chip.

RNN s consist of only fully connected layers followed by
element-wise operations (EM). Their executions can also fol-
low a two-stage pipeline similar to CNNSs. In the first stage,
analog VMMs are performed while in the second stage,
digital operations such as activation and EM operations are
conducted. Unlike CNN workloads, weight replications are
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not required in RNN workloads. However, depending on
the number of crossbars required by different RNN models,
tiles can be grouped into multiple channels, each of which
implements the whole LSTM processing function for one
input vector sequence independently.

NoC is a key part of accelerator which contributes to the
energy consumption and area overhead. We adopt a similar
NoC implementation proposed in a prior work [31]. We use
a concentrated mesh (c-mesh) as the NoC topology to reduce
the hardware overhead of communication, where routers
are shared among adjacent Tiles.

5.3 System Accuracy Analysis
5.3.1 Noise characterization of the analog dataflow

Our proposed Neural-PIM accelerator employs an ana-
log dataflow for accumulation, and hence is subject to vari-
ous hardware non-idealities, such as RRAM read noiseE] and
PVT variations, thermal noise and bias caused by incom-
plete charge transfer of the S/H circuits. Together, these non-
idealities act to influence the accuracy of the Neural-PIM
accelerator. It is thus critical to examine the noise tolerance
of the analog dataflow. To tackle this issue, we develop
an error model for the analog dataflow. A final digital-
dot product Dy, (e.g., output from an NNADC) produced
by hardware with the analog dataflow can deviate from
its ideal value Ds,, computed by software. The difference
is modeled as Dyny = Dy + N(0,¢€). Here, N(0,¢) is a
Gaussian model for the lumped nois¢’|in the whole analog
dataflow (starting from the D/A conversion and ending
after the A/D conversion).

To characterize the lumped noise of the analog dataflow,
we perform SPICE simulations in an end-to-end manner. We
choose a kernel with random weights and map them into the
hardware. By sourcing a group of random inputs into the
hardware through DACs, we obtain the practical digital out-
puts Dy, from NNADCs and then compare them with their
ideal outputs Dy, to get the variation. Performing hundreds
of such Monte Carlo (MC) simulations, the statistics of the
errors can be obtained. The variation € of the Gaussian noise
is then expressed as (€)? = Paoise = mean(Dpy — Dgy)?.
With the variation, the signal-to-noise and distortion ra-
tio (SINAD) of the analog dataflow is characterized as
SINADp, = 10108 10( (Pig(Daw) + Paoise) /Pacise ). We uise
this SINAD as the metric to evaluate the accuracy of the
analog dataflow. Intuitively, the higher the SINAD is, the
more accurate the computation is.

Fig. Eka) demonstrates the differences between Dy, and
Dy,, using 1000 MC simulations. The computation errors
are generally in the range of [—0.01,0.01]V, equivalent to
a high SINAD value of 50 dB for the end-to-end analog
accumulation. It is made possible by a number of circuit-
level techniques discussed in Section 4} First, our neural
approximation design methodology incorporates RRAM de-
vice variations and CMOS PVT variations into the training

5. Including RRAM non-idealities in both NeuralPeriph circuits and
VMM computing arrays.

6. The lumped noise includes all hardware non-idealities of the
analog dataflow, e.g, variations of reading RRAM, PVT variations
of NeuralPeriph circuits, and thermal noises and incomplete charge
transfer of S/H circuits.
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a

Fig. 9: The difference between circuit-level simulated output Dy,, of
a DNN layer with NeuralPeriph circuits and the ideal output Dgy.
(a)/(b), With/without circuit-level optimization techniques. We run
1000 Monte Carlo simulations at typical-typical (tt) corner.

process to enhance the robustness of the NeuralPeriph cir-
cuits against these non-idealities. Second, the streaming or-
der of high-precision inputs is deliberately chosen to be LSB-
first to alleviate the impact of incomplete charge transfer on
the precision of the analog partial sum. Finally, to further
compensate for the error due to repeated accumulations,
we use the actual outputs from the non-ideal NNS+As as
ground-truth inputs and the corresponding digitized values
of their ideal outputs as the labels to train the NNADCs.
As a comparison, we also perform SPICE simulations to ob-
tain the computation errors of the analog dataflow without
these optimization techniques. Fig. P(b) shows the compu-
tation errors using the same number of MC simulations in
Fig.[9(a)-the errors have grown to [—0.04, 0.04]V/, decreasing
the SINAD to 35 dB.

5.3.2 Accuracy characterization of the system

To examine whether the SINAD derived from our analog
dataflow can support adequate system-level inference accu-
racy, we analyze the accuracy of a DNN model on Neural-
PIM by sweeping the level of SINAD. In this way, we can
obtain SINAD,,;,,, the minimum SINAD required to achieve
the software-equivalent inference accuracy’| According to
the prior work [2], the effect of the hardware-level noise can
be modeled as additive Gaussian noise to the ideal activa-
tions of DNN layers. We thus adopt a similar approach to
perform the accuracy characterization. Experimentally, the
noise injection is formulated in the following manner. Let z;
be the output activations of a CONV layer ¢ or a FC layer ¢
(taking CNN as an example), the noise level corresponding
to an SINAD that would be injected into the activations is

SINAD
0; = max |x;|/10 2 .

(13)

The practical activations used at the software-level inference
are then given by :13; = x; + Ninj(0,0;), where Ny is a
normal distribution of noise injection with a sample size of
;. By increasing the SINAD in Eq. (I3), we can observe the
inference accuracy of the Neural-PIM accelerator as SINAD
changes for different DNNs. In fact, this noise injection
model can be generally applied to other RRAM-based PIM

7.1f SINAD > SINADy,in, we consider that the analog dataflow

has sufficient computation accuracy to guarantee the system-level
inference.
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Fig. 10: The effect of noise on inference accuracy (top-1 % on ImageNet).
Gaussian noise is added to the activations of NN layers to mimic the
affect of hardware noise.

accelerators, e.g., ISAAC [1] and CASCADE [2]. Although
they employ different analog dataflows, the lumped noise
can still be modeled as a Gaussian distribution with differ-
ent variations.

Fig.[10]demonstrates the effects of varying the SINAD on
the inference accuracy of different DNNs with the software-
level sweeping. Typically, a 45 dB SINAD is the minimum
for all DNN models to reach the ideal inference accuracy. We
then simulate the practical SINADs of the analog dataflows
employed by the two baseline accelerators, i.e., ISAAC [1]
and CASCADE |[2], with the same circuit-level simulation
method introduced in Section [5.3.1] We mark all SINADs of
different analog dataflows in Fig. [L0| with the vertical lines
in different colors. The dataflow of CASCADE [2]| has the
lowest SINAD because it uses 6-bit RRAM cells to buffer
analog partial sums. However, high-precision RRAM cells
are particularly vulnerable to the stochastic variation of
devices. ISAAC [1] needs multiple A/D conversions, incur-
ring multiplicative quantization noises due to the repeated
A /D conversions within multiple input cycles. Its dataflow
achieves a medium SINAD because the quantization noise
is smaller than the noise of a high-precision RRAM cell. Our
dataflow can achieve the highest SINAD with a number of
circuit-level optimization techniques as introduced before.
The comparison suggests that the our Neural-PIM acceler-
ator is robust and can guarantee adequate hardware-level
inference accuracy with a 50 dB SINAD.

6 SIMULATION METHODOLOGY

In this section, we introduce the simulation methodology
used to evaluate the Neural-PIM accelerator. We first show
the baselines for comparison with our proposed accelerator.
We then present the main benchmarks for system evalua-
tions. Finally, we give the system-level evaluation metrics.

6.1 Reference Accelerators and Benchmarks

Two baseline accelerators by referring to ISAAC [1] and
CASCADE [2] are built and scaled to support 8-bit inference
for fair comparison with Neural-PIM accelerator. All accel-
erators adopt bit-serial input streaming manner and binary
weight mapping method. Except for the buffer array in the
CASCADE-style baseline and the NeuralPeriph circuits in
our accelerator, all RRAM devices assume 1-bit precision.

We use 9 well-known DNN benchmarks for evalua-
tions, including 8 CNNs and 1 RNN. AlexNet [6], ResNet-
50/ResNet-101 [40], VGG-16/VGG-19 [41], Inception [42],
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GoogleNet, and NeuralTalk are fairly selected from previous
work [1], [2]. We also add a new benchmark, i.e., Mo-
bileNet [43] used by edge devices for evaluation. All DNN
models are trained on ImageNet [6] with 8-bit quantization.

6.2 System Simulation

We evaluate the performances, e.g., accuracy, energy,
and throughput of three architectures based on 32 nm tech-
nology similar to the previous work [1]. For two baseline
accelerators, we take component models, such as DAC,
ADC, S/H, SRAM, and eDRAM buffer from ISAAC [1] and
CASCADE [2] and scale the reported performances accord-
ing to the size and resolution. For Neural-PIM accelerator,
we offline train NN models of NeuralPeriph circuits via
stochastic gradient descent with Adam optimizer [44] using
TensorFlow [45]. During the training, we set the weight pre-
cision Agr of NN models be 3-bit and the stochastic variation
be 0 = 0.025 to guarantee the robustness of NeuralPeriph
as proposed by previous works [34]. Since NNS+A has fixed
numbers of inputs and outputs, we sweep the number of
hidden neurons to find the optimal structure configurations
of NNS+A. In particular, we find that Hs,n = 12 can ensure
the accuracy and robustness. Beyond this number, the area
overhead of NNS+A will be increased. After training, the
NN models are instantiated on the hardware substrate with
3-bit RRAM devices and CMOS inverters. The NNADC
is taken from our prior work [34]. The detailed circuit-
level simulations of the proposed NeuralPeriph circuits, e.g.,
accuracy, power, speed, area, and variation are done using
130 nm CMOS in Cadence Spectre. The performance is then
conservatively scaled to 32 nm. Other components used in
Neural-PIM come from ISAAC [1]] with proper scaling.

We build a full-system simulator to get energy consump-
tion and throughput of each benchmark. To evaluate the per-
formance of the accelerators, we use three metrics: energy
efficiency (£), computation efficiency (A) and throughput
(T). Energy efficiency is the number of fixed-point number
operations computed per Watt per second (GOPS/s/W).
Computation efficiency is the number of fixed-point number
operations computed per mm? per second (GOPS/s/mm?).
Throughput is the number of fixed-point number operations
computed by per second (GOPS/s).

7 SYSTEM EVALUATION

In this section, we comprehensively evaluate the pro-
posed Neural-PIM accelerator. We first perform design
space exploration to show the capabilities of the Neural-
PIM architecture. We then perform system-level evaluations
with comparisons against the baselines.

7.1 Design Space Evaluation

There are five main hyper-parameters that dominate the
performance of our accelerator: 1) the size of RRAM crossbar
array N x N, denoted as N; 2) the number of crossbar
arrays in one PE, denoted as M; 3) the number of NNADCs
shared by one PE, termed as A; 4) the number of NNS+As
shared by one crossbar array, termed as S; 5) the resolution
of DACs, termed as D. The size of eDRAM buffer and the
c-mesh width are set correspondingly to limit the search
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crossbars with 1-bit DACs, and one shared NNADC and 64 shared NNS+As for all arrays.

TABLE 2: Neural-PIM parameters at the tile level.
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space. Many of the other parameters, e.g., the width of the
bus connecting the eDRAM and the PEs, are derived from
the above parameters to maintain correctness and avoid
structural hazards for the worst-case layers. The reported
peak computation efficiency A in the following assumes that
all PEs can be somehow utilized in every cycle.

Fig.[11{shows the computation efficiency under different
configurations. Using larger arrays can improve the com-
putation efficiency since more computations and accumula-
tions are performed. However, as the number of arrays in-
crease, NeuralPeriph circuits, S/H circuits, and registers, are
also raised. More importantly, the I/O bandwidth limits the
number of RRAM arrays. The peak computation efficiency
1904.0 GOPS/s/mm? of Neural-PIM accelerator is achieved
by 64 128 x 128 RRAM arrays in one PE which shares 64
NNS+As and 4 NNADCs with 4-bit DACs for each array.
Table [2]lists the configurations of one tile.

7.2 System-Level Performance

We use one Neural-PIM chip with 280 tiles to evaluate its
energy and throughput. Each tile consists of 4 PEs and each
PE uses the optimal configuration obtained in Section
For a fair comparison with the baselines, all three architec-
tures have the same area.
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Energy efficiency. Fig.[I2{(a) shows the energy consumption
of Neural-PIM and the two baselines on the 8 CNN and 1
RNN benchmarks. The comparison presents the competitive
advantage of Neural-PIM: it achieves an average energy
efficiency improvement of 1.73x over CASCADE-based ar-
chitecture [2], and 5.36x over ISAAC-based architecture [[1]].
This improvement is attributed to the fact that Neural-PIM
employs the proposed fully analog accumulation scheme,
which minimizes the required energy-expensive A/D con-
versions. Fig. [13|exhibits the energy breakdown of the three
accelerators. The analog summation (“S+A”) in Neural-PIM
consumes 33x energy less than the ADCs of ISAAC [1].

Throughput. Fig. [I2(b) shows the throughput of Neural-
PIM and the comparisons with the two baselines on the
same DNN benchmarks. In average, the Neural-PIM ar-
chitecture achieves 3.43x throughput of the ISAAC-based
architecture, and 1.59 x throughput of the CASCADE-based
architecture. The improvement comes from the two impor-
tant features of Neural-PIM. First, Neural-PIM can achieve
faster processing speed with high-resolution DACs for input
streaming. As characterized in Section high-resolution
DACs can decrease computation cycles, reducing the pro-
cessing delay of dot-product. Second, Neural-PIM can com-
pensate for the area overheads caused by the high-resolution
DACs with area-efficient NeuralPeriph circuits. As elabo-
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Fig. 13: Energy breakdown of the three accelerators.

TABLE 3: Comparisons of the three architectures at the PE level.

Accelerator ISAAC CASCADE Neural-PIM
types style [1] style [2] accelerator
Computing Inputs: 8-bit; Weights: 8-bit;
configuration | RRAM computing array: 128x 128 with 1-bit cell
Accumulation . Partially
type Digital analog Analog
A'Ccumulate S+A S+A and NNS+A
interface Buffer array
D/A 1-bit 1-bit 4-bit
resolution
A/D 7-bit 10-bit 8-bit
resolution
Number of 64 ADCs 3 ADCs 4 NNADCs
ADCs per 64 arrays | per 64 arrays per 64 arrays
Density 0.68% 0.76% 0.71%
(# cells/mm?) (4.5x10°) (5.0x10°) (4.6x10°%)

0018-9340 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution re

rated in the following section, Neural-PIM requires much
less ADCs at the PE level and all NeuralPeriph circuits are
synthesized with RRAM-based hardware substrate. In this
way, Neural-PIM enjoys the higher throughput brought by
the high-resolution DACs without sacrificing the density of
VMM computation arrays at the PE level.

Area efficiency. Table [3|lists the configurations of the three
architectures at the PE level for comparison. Although prior
arts [1]], [2] do not explicitly report the area efficiency of
computing arrays, we include such a metric to better il-
lustrate the different design tradeoff in three architectures.
Specifically, we use the density, i.e., the ratio between the
area of all computing arrays in one PE and the total area
of one PE as a proxy to measure the area overhead of
the peripheral circuits. ISAAC-based architecture demands
an 8-bit ADC for each VMM computing array and uses
digital logic circuits for accumulation. Its VMM computing
arrays thus occupies 0.68% of the total PE area. CASCADE-
based architecture requires 3 shared ADCs for all computing
arrays in one PE. In addition, it allocates 4 buffer arrays
for each computing array and uses an analog summing-
amplifier per buffer array. Its density is increased to 0.76%,
because much less ADCs are used in this architecture.
Neural-PIM needs 4 shared NNADCs at the PE level and
allocate one NNS+A for each crossbar array. Its density
is 0.71%. Note that we use the area overheads of higher-
resolution DACs to trade off the throughput improvement
of Neural-PIM. However, our NeuralPeriph circuits are syn-
thesized by RRAM-based hardware substrate with higher
area efficiency than conventional analog circuits, thereby
compensating for the area overheads of DACs. The den-
sity of the VMM computing arrays is still comparable to
the baselines. This result also shows that Neural-PIM can
improve the system-level throughput with high-resolution
DACs but does not incur significant area overheads.
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In summary, Neural-PIM can improve both energy effi-
ciency and throughout upon the existing RRAM-based PIM
architectures without losing inference accuracy. Such an ar-
chitecture adopts an extended analog dataflow to minimize
the required A/D conversions using RRAM-based neural
approximated peripherals with high area efficiency.

8 CONCLUSION

In this paper, we propose Neural-PIM—-a novel architec-
ture for RRAM-based PIM acceleration. The proposed accel-
erator adopts an analog dataflow enabled by RRAM-based
neural approximated peripherals to minimize the demands
of A/D conversions, significantly improving the energy effi-
ciency without hurting area efficiency and throughput. Sim-
ulations using various DNN benchmarks demonstrate that
Neural-PIM can achieve an improvement of 5.36x (1.73x)
and 3.43x (1.59x) in energy efficiency and in computational
throughput respectively, without accuracy loss, as compared
to the baseline ISAAC [1] (CASCADE [2]) accelerator with
traditional peripherals and digital accumulation schemes.
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