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A B S T R A C T

This paper presents a power scalable clock data recovery (CDR) suitable for multilane and multirate applications.
To make the power consumption scale with the data rate and guarantee appropriate edge overlaps for the phase
interpolation, a delay-locked loop-based global biasing strategy is proposed to automatically adjust the bandwidth
of the current-mode logic buffers and phase interpolator (PI). The I, Q clocks are generated by a local clock
conditioner, which employs an open-loop voltage-controlled delay line to produce the evenly spaced multiple
phases and adopts a two-stage timing averaging to correct the duty cycle distortion and I, Q mismatch. Addi-
tionally, a phase-compensating technique is adopted in the PI to optimize its linearity. Implemented in a 65-nm
CMOS process with an area occupation of 0.12mm2, the presented CDR can operate from 2 to 10 Gb/s with a
scalable power consumption from 11 to 42mW. When it operates at 10 Gb/s, the maximum tolerable amplitude of
the sinusoidal jitter at 50MHz is 0.52 UIpp, and the total jitter of the recovered clock is 16.6 ps at a BER of 1e-12.
1. Introduction

High–density multirate serial links are playing more important roles
in modern communication networks, because they can satisfy the
aggregate bandwidth demand by integrating high-volume parallel lanes,
and accommodate different protocols through adjusting the operation
rates [1–5]. As one of the most important components in these serial
links, the clock data recovery (CDR) is quite challenging to design since it
not only involves the most high-speed data slicing but also needs to
produce high-quality sampling clocks [6–8]. Compared to other topol-
ogies, the phase interpolator (PI)-based CDR is more suitable for such
applications because of the following advantages. First, it exhibits high
power efficiency and area efficiency owing to the clock sharing capability
and the compact implementation of the digital-loop filter [9]. Second, the
crosstalk between inter-channels can be effectively reduced since the
multiple voltage-controlled oscillators (VCOs) in VCO-based CDRs are
excluded [10]. Third, the operation rate can be flexibly adjusted by
changing the frequency of the shared clock [9,11].
eng).
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However, it is a nontrivial task to design a wide-range PI-based CDR
with both high power efficiency and small area occupation. The main
difficulty is how to maintain a high power efficiency over a variety of
data rates, which means the CDR should be able to automatically adjust
the power dissipation according to the operation rate. Wei et al. [12]
employed an adaptively regulated supply to optimize the power effi-
ciency of the digital CMOS circuits. Nevertheless, the reduced supply
decreases the voltage margin, which degrades the operation robustness
or even causes bit errors in harsh environments. In Ref. [13],
replica-biased symmetric load-based current mode logic (CML) circuits
are utilized to obtain the desired gain/bandwidth scaling. Since the
power scaling is realized by manually adjusting the bias currents, it is
difficult to achieve the optimal power efficiency. Another difficulty is
how to generate high-quality clocks for the phase interpolation. For
traditional quadrature PI (preferred choice due to its compact imple-
mentation and robust operation), the linearity of the phase interpolation
can be deteriorated by the I, Q mismatch, clock duty cycle distortion
(DCD), and inadequate edge overlap of the input clocks [14–16]. To
October 2018
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Fig. 2. Architecture of the clock pre-amplifier.
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mitigate these effects, local duty cycle correction (DCC), I, Q phase
correction, and slew-rate calibration are usually utilized to produce
qualified I, Q clocks [17–19]. Nonetheless, these existing techniques are
limited to a narrow operation range. Finally, the CDR performance is also
constrained by the phase-step non-uniformity [14]. Although the octag-
onal PI exhibits a higher linearity than the traditional quadrature PIs, it
needs a complex phase rotator circuit to generate the octagonal phase
constellation.

To address the above mentioned issues, a delay-locked loop (DLL)-
based global biasing strategy is proposed in this work to provide adap-
tively adjusted bias to support a wide operation range with a scalable
power consumption. Besides, a voltage-controlled delay line (VCDL)-
based local clock conditioner is developed to perform the desired func-
tions of DCC, I, Q mismatch adjustment, and slew-rate calibration. In
addition, a novel compensating PI is employed to optimize the linearity
of the phase interpolation.

The remainder of this paper is organized as follows. Section 2 presents
the devised CDR architecture. Crucial block designs are described in
Section 3, focusing on the clock pre-amplifier, the local clock conditioner,
and the compensating PI. The measurement results are given in Section 4
and Section 5 concludes this paper.

2. Proposed CDR architecture

Fig. 1 depicts the block diagram of the proposed CDR within a
multilane receiver. The input clock (CLK_P/CLK_N) and the input data
(RX0_P/RX0_N … RXn_P/RXn_N) are received from the transmitter. A
separate common lane containing a self-biased DLL and a clock pre-
amplifier with DCC is utilized to produce the global bias and pre-
rectify the received half-rate clocks. A CDR loop consisting of a local
clock conditioner, a compensating PI, two buffers, four samplers, a
demux, and a cock recovery unit (CRU) logic is integrated into each data
lane to retime and demux the input data. The local clock conditioner
involving an open-loop VCDL and a two-stage time averaging (TA) is
used to generate qualified I, Q clocks for the phase interpolation. The
gray blocks in Fig. 1 are implemented in PMOS symmetric load-based
CMLs to support a wide operation range with scalable power consump-
tion. The symmetric loads consist of a diode-connected PMOS device in
shunt with an equally sized biased PMOS device. In this design the swing
of delay cell is adjusted to 0.89(VDD-VBP) to mitigate the asymmetry
caused by short channel effect.

Compared to traditional receiver architecture, the main feature of this
design is the shared DLL-based biasing strategy. As described in Fig. 1,
the global bias is acquired by filtering the VCDL bias generated by the
shared DLL. This strategy brings in several benefits.
Fig. 1. Proposed CDR architecture for multi-channel applications.
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� The elimination of local filter capacitors in the data lane remarkably
improves the area efficiency, which is very important for multi-
channel applications.

� The jitter amplification in the VCDL is reduced by inserting a low-pass
filter (LPF) between the local VCDL and self-biased DLL (see Fig. 1).

� The power consumption is scalable with respect to the data rate since
the bias is adaptively adjusted by the shared DLL according to the
operation rate.

� The slew rate of the input PI's clock is also adjusted automatically in
accordance with the data rate, thus proper I, Q overlap and PI
bandwidth can be always achieved to support a wide operation range.

3. Crucial block designs

3.1. Clock pre-amplifier

Fig. 2 shows the block diagram of the clock pre-amplifier. It is made
up of an AC coupler, four cascaded buffers, an LPF, and an amplifier
(AMP). The circuit details are given in Fig. 3. In principle, the AC coupler
is used to reject the input clock DCD, where the DC voltages of the dif-
ferential output are adjusted by the feedback loop. The four cascaded
buffers are utilized to sharpen the edges of the clock and provide the
driving ability. The LPF consisting of large resistors and small capacitors
is applied to extract the DC voltages of clocks CP/CN. The difference
between the two DC voltages is amplified by the high-gain AMP and then
Fig. 3. Circuit details of the clock pre-amplifier. (a) AC coupler, (b) LPF, and
(c) AMP.



Fig. 5. Circuit implementation of the TA.

Fig. 6. Relationship of bias-delay of the Dcell.

F. Lv et al. Microelectronics Journal 82 (2018) 36–45
fed into the AC coupler to adjust the DC voltages of CKON/CKOP. By
forcing the DC voltages of the output clocks CP/CN to be equal, a 50%
duty clock can be attained. To set a proper common voltage on CKON/
CKOP in the AC coupler in Fig. 3(a), a common-mode feedback path is
also integrated in the AMP [see Fig. 3(c)]. The VCMREF is manually set
by an external pin and it is fixed to 900mV in this design. By making the
voltage VCMFB extracted by the AC coupler equal VCMREF, appropriate
common voltages of CKON/CKOP can be attained.

There are two obvious poles in this design, which are contributed by
the LPF and the AMP. To produce stable bias voltages for the differential
input clock, we place the dominant pole at the AMP output by adopting a
second order loop filter with a large C1, where the zero created by R1 and
C1 is used to neutralize the secondary pole contributed by the LPF [see
Fig. 3(b)]. This scheme allows a large bandwidth, which enables the DCC
loop to track the fast fluctuation on the DC voltage. Moreover, a large
bandwidth means a small filter capacitance, thus helping to reduce the
area occupation.

3.2. Local clock conditioner

Fig. 4 displays the implementation details of the local clock condi-
tioner. Its main function is to generate qualified I, Q clocks for different
data rates. In order to guarantee a high linear phase interpolation, the I, Q
clocks should possess several properties, including accurate I, Q match-
ing, low DCD, and well-conditioned slew rate. In this work, the VCDL
generates a set of equally spaced clocks, which are directly fed into the
first-stage of the time-averaging buffers where the DCD is reduced. These
output clocks are then applied to the second time-averaging stage, which
improves the phase separation uniformity. As a result, the I, Q mismatch
can be corrected. Besides, the delay cell and TA are both implemented in
the PMOS symmetric load-based CML (see the sub-block diagram in
Fig. 1) and driven by the self-biased DLL. Thus, their bandwidth can be
automatically adjusted to obtain proper slew rates for different data
rates. Fig. 5 describes the details of the time-averaging implementation,
which averages the arriving time of the two adjacent input signals. Fig. 6
displays the delay of the Dcell with respect to the bias (VBP) of the PMOS
symmetric. As the bias changes from 310mV to 610mV, the Dcell delay
varies from 21.6 ps to 71.4 ps

Compared to [18], the local VCDL in this design is biased by the
global biasing voltage generated through the shared DLL, thus the local
feedback loop that requires a large area (mainly occupied by the filter
capacitor) is removed. This is critical to multi-channel applications,
because a large area occupation means a long-distance clock distribution,
which deteriorates the clock jitter and needs more power to drive the
heavier load. Note that the potential fabrication mismatch, inconsistent
Fig. 4. Local clock conditioner based on the open-loop VCDL.
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voltage drop, and different ambient temperatures may make the delay of
the open-loop VCDL deviate from its ideal value. Meanwhile, the duty
cycle of the clock may drift away from 50% after a long distance distri-
bution. In this design, these two problems are solved by the following
two-stage TA, where the DCD is corrected in the first stage and the I, Q
mismatch is calibrated in the second stage.

To demonstrate the working principles and calibration effects of the
DCC, Fig. 7 presents the simulation waveforms of the first-stage TA,
which is driven by a 5 GHz input clock with a 46% DCD and biased by a
specified voltage introducing a 10.5% delay error. The top and middle
rows display the waveforms of the input clocks CK1N/CK1P and CK5N/
CK5P, while the bottom row depicts the output clocks CK0/CK180. Note
that CK5N/CK5P are the delayed version of CK1N/CK1P and the delay is
supposed to be T/2. To clearly illustrate the DCC operation of the first-
Fig. 7. Simulation waveforms of the first-stage TA.
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stage TA, a time-domain coordinate system is adopted in Fig. 7. As a
consequence, we can get the following equations,

T ¼ t1ðcÞ � t1ðaÞ ¼ t2ðcÞ � t2ðaÞ; (1)

t1ðbÞ � t1ðaÞ ¼ t2ðcÞ � t2ðbÞ ¼ T=2þ Δτd; (2)

t1ðcÞ � t1ðbÞ ¼ t2ðbÞ � t2ðaÞ ¼ T=2� Δτd; (3)

where T is the clock period and Δτd is the duty cycle error existing in the
input clock. Considering the fact that the function of the TA is to time-
average the crossing point of the two input clocks, the coordinates of
t3ðiÞ; ði ¼ a; b; cÞ can be separately obtained by,

t3ðiÞ ¼ ½t2ðiÞ þ t1ðiÞ�=2þ td1; ði ¼ a; b; cÞ; (4)

where td1 is the delay of the first-stage TA. Then, the time spacing be-
tween the crossing points t3ðaÞ and t3ðbÞ can be attained by,

t3ðbÞ � t3ðaÞ ¼ f½t1ðbÞ � t1ðaÞ� þ ½t2ðbÞ � t2ðaÞ�g=2
¼ f½T=2þ Δτ� þ ½T=2� Δτ�g=2
¼ T=2:

(5)

Clearly, the delay between the two crossing points is theoretically
equal to a half of the clock period, which is not related to Δτd and td1.
Consequently, the DCD can be corrected. Simulation results show that the
duty cycle is optimized from 46% to 50.1%.

To illustrate the calibration process of the I, Q mismatch, Fig. 8 gives
the simulation waveforms of the input and output of the second-stage TA.
The second row of Fig. 8 depicts the four first-stage TA outputs (second-
stage TA inputs), and the selected part is enlarged in the first row. The
time spacings between adjacent clocks (CK0, CK45, CK90, and CK135)
are actually the transport delays of the corresponding delay cells, which
can be denoted by Δτ1, Δτ2, and Δτ3. Applying the time-domain coor-
dinate system to Fig. 8, we can obtain,

t2ðaÞ � t1ðaÞ ¼ Δτ1; t3ðaÞ � t2ðaÞ ¼ Δτ2; t2ðaÞ � t3ðaÞ
¼ Δτ3; t1ðbÞ � t1ðaÞ ¼ T=2: (6)

It is worthy to note that the last formula in (6) is based on the fact that
Fig. 8. I, Q mismatch correction effect of the second-stage TA.
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the clock duty cycle has been corrected by the first-stage TA. The third
and fourth rows of Fig. 8 describe the second-stage TA outputs, where the
coordinates of t5ðaÞ and t6ðaÞ can be respectively obtained by,

t5ðaÞ ¼ ½t2ðaÞ þ t3ðaÞ�=2þ td2 ; (7)

t6ðaÞ ¼ ½t4ðaÞ þ t1ðbÞ�=2þ td2 ; (8)

where td2 is the delay of the second-stage TA. The I, Q time spacing can be
calculated by,

t6ðaÞ � t5ðaÞ ¼ ½t4ðaÞ þ t1ðbÞ�=2� ½t2ðaÞ þ t3ðaÞ�=2
¼ ½t4ðaÞ � t3ðaÞ�=2þ ½t1ðbÞ � t1ðaÞ�=2� ½t2ðaÞ � t1ðaÞ�=2
¼ Δτ3=2þ T=4� Δτ1=2

(9)

Obviously, the sufficient condition to obtain perfectly matched
quadrature I, Q clocks (i.e., the time spacing between the quadrature I, Q
clocks is T/4) is Δτ3 ¼ Δτ1. Referring to Fig. 4, the input clocks (CK0/
CK180, CK45/CK225, CK90/CK270, and CK135/CK315) are produced
by averaging pairs of the VCDL output clocks (CK1N/CK1P & CK5N/
CK5P, CK2N/CK2P & CK6N/CK6P, CK3N/CK3P & CK7N/CK7P, and
CK4N/CK4P& CK8N/CK8P). If the delays passing through the delay cells
in the VCDL are identical, the condition of Δτ3 ¼ Δτ1 holds. Fortunately,
this condition is held in theory because the delay cells share identical
circuit implementations and bias conditions. In practice, special atten-
tions are paid to the layout design to make sure that each delay cell has
the same driving load. Additionally, a two-stage pre-driver (see Fig. 4) is
adopted to pre-shape the input clock waveform to ensure that each delay
cell shares similar input or output waveform, thus mitigating the delay
variations. Post simulations indicate that the delay variations can be
controlled under 3%. Therefore, it is reasonable to assume that the delays
between the adjacent outputs of the four TA1s in Fig. 4 are the same. In
consequence, a pair of well-matched I, Q clocks can be obtained. Simu-
lation results demonstrate that a good I, Q time interval of 50.2 ps
(ideally 50 ps, i.e., one quarter of a clock period) is achieved, addressing
the 8.4% space error, which is consistent with the theoretical analysis.
Fig. 9 further shows the Monte Carlo simulation results of the I, Q
spacing, which reveals that the standard deviation is only 1.27 ps against
the fabrication mismatch. In general, the VCDL with a two-stage TA can
provide accurate I, Q clocks with well-calibrated duty cycles.

It is worth noting that the time-averaging effect can be deteriorated
by inadequate edge overlap, large input clock DCD, and big delay error.
In this design, a DCC is integrated into the pre-amplifier to pre-calibrate
the DCD. Meanwhile, the global biasing strategy is applied to make the
VCDL delay close to the targeted delay and guarantee proper edge
transitions for different operation rates.
Fig. 9. Monte Carlo simulation results of the I, Q spacing.



Fig. 11. Transfer characteristics of the compensating PI.
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3.3. Compensating phase interpolator

A high linear PI is desired to optimize the uniformity of the phase
steps to reduce the deterministic jitter, which can increase the maximum
tolerable amplitude of the input jitter. However, prominent differential
nonlinearity (DNL) and integral nonlinearity (INL) exist in traditional PIs
[1,14]. Therefore, a compensating PI with high linearity becomes a
preferred solution [20]. Fig. 10 (a) shows its topology, where two iden-
tical quadrature PIs are used to generate the 45�-spaced CK1 and CK2 by
shifting eight steps (half of the total quadrant steps). These clocks are fed
into the rectifying buffer to produce clocks with similar amplitudes,
which are then phase-averaged by the succeeding TA. To demonstrate the
linearity optimization, mathematic analysis based on trigonometric
function approximation is discussed as follows.

According to previous studies [1,14], the I, Q clocks can be approx-
imated by,

CKI ¼ A sinð2πftÞ;CKQ ¼ A cosð2πftÞ: (10)

The output of conventional PI1 can be computed by,

CKT
PI1 ¼ ð1� αÞA sinð2πftÞ þ αA cosð2πftÞ ¼ AT

1 sin
�
2πft þ θT1

�
; (11)

θT1 ¼ arctan
� α
1� α

�
; (12)

AT
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2 þ ð1� αÞ2

q
A; (13)

where α (0 � α � 1) is the ratio of the current phase code to the total
phase steps in each quadrant. Similarly, the equation for PI2 can also be
obtained. As shown in Fig. 11, the red dashed line is plotted according to
(12). The curve presents an S-shape phase transfer characteristic, which
results in a maximumDNL of 1.81�. This phase error will cause additional
deterministic jitter to the recovered clock. Simultaneously, the promi-
nent INL of up to 4.06� will be converted into recovered clock jitter for
continuous phase tracking applications.

For the compensating PI, when the decimal value of the phase code
changes from 0 to 16 (the total steps in each quadrant), the relative phase
relation of CK1 and CK2 can be respectively represented by the red
dashed line and blue dotted line in Fig. 11, where CK2 is eight steps (half
of the total quadrant steps) ahead of CK1. Therefore, the final output of
the compensating PI can be expressed as,
Fig. 10. Compensating PI. (a) Functional implementation and (b) clock ampli-
tude relationship.
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CKT
PI ¼

1
2

�
A sin

�
2πft þ θT1

�þ A sin
�
2πft þ θT2

��
¼ AP sin
	
2πft þ θT1 þ θT2

2




¼ AP sin
�
2πft þ θP

�
;

(14)

where the clock phase θPcan be given by,

θP ¼ 1
2

8>>><
>>>:

arctan
� α
1� α

�
þ arctan

	
αþ 1=2
1=2� α



; 0 � α � 1=2;

arctan
� α
1� α

�
þ arctan

	
α� 1=2
3=2� α



þ π

2
; 1=2 � α � 1:

(15)

The black solid line (CKO) in Fig. 11 illustrates the phase transfer
characteristic based on (15), which indicates that a much more linear
phase transfer line can be obtained by averaging the two conventional S-
shape phase transfer curves. Fig. 12 gives the theoretical INL/DNL
comparison between a traditional PI and the compensating one, where
the INL and DNL are respectively reduced from 4.06 to 1.81� to under
0.2� for the 64-phase interpolation.

In addition, the output amplitude of the traditional PI varies with
respect to the control weight according to (13). As discussed in Ref. [21],
dynamic buffer can potentially convert an amplitude fluctuation into a
delay variation through the amplitude modulation (AM) to phase mod-
ulation (PM) conversion, and the delay variation is approximately pro-
portional to the square of the input-signal swing. Therefore, the delay
variation of the buffer following the PI is not negligible. Theoretically,
the maximum amplitude reduction of a conventional PI can reach 29.3%,
occurring at half of the total steps in each quadrant. It is also under the
same condition that the DNL runs up to its maximum value, thus any
extra delay caused by the AM-PM conversion can increase the maximum
DNL directly. Fortunately, the introduced phase-averaging technique can
mitigate this delay variation since the amplitude variations of CK1 and
CK2 can complement each other, as shown in Fig. 10(b).

Fig. 13 depicts the circuit implementation of the quadrature PI uti-
lized in PI1 and PI2 (see Fig. 10). In comparison to traditional designs,
the PMOS symmetric loads are employed as the PI loads and their
equivalent resistance can be adjusted by changing the bias voltage VBP.
Combining with the VBN adjustment, this design can realize the desired
features of power scaling and slew-rate controlling. Meanwhile, the
phase rotation is implemented by the current selection among 16 iden-
tical cells that are controlled by the thermometer code generated by the
decoder using the quadrant selection code Ph<5:4> and the fine phase
adjustment code Ph<3:0>. This arrangement eliminates the non-
monotonic issues. Additionally, a fixed current (half of the current cell)
is added to prevent the clock paths from completely turning off, which
may bring glitches into the output clock. It is worth noting that both the



Fig. 12. Theoretical INL/DNL comparison between (a) traditional PI and (b)
compensating PI.

Fig. 13. Circuit details of the quadrature PI.
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amplitude limiters and the time-averaging buffer utilize the PMOS
symmetric loads to accomplish the power scaling.

Fig. 14 displays the simulated INL/DNL of the conventional PI and the
compensating PI. It can be seen that the maximum INL and DNL of the
compensating PI are 1.48� and 1.04� respectively, which are dramatically
optimized from 9.91� to 5.87� corresponding to the traditional PI. Note
that the simulation results are worse than those calculated ones in
Fig. 12, mainly because of the inherent nonlinearity of the transistors and
the non-sinusoidal waveform shapes of the clocks.

4. Measurement results

The prototype is fabricated in a 65-nm CMOS process. It contains a
common lane, a data lane, and a test lane (see Fig. 15). The CDR along
with the proposed techniques is integrated into the data lane, occupying
an area of 0.12mm2. In this work, the Tektronix MSO73304DX scope is
used to perform the clock jitter analysis, and the Agilent N4903BJ-BERT
is applied to measure the CDR performance using a PRBS7 pattern.

Fig. 16 shows the power consumption in terms of the operation rate. It
can be seen that the power consumption is roughly linear with the data
rate from 2 to 10 Gb/s. In addition, the energy efficiency of the chip is 4.2
Fig. 14. Simulated INL/DNL performance comparison between (a) traditional
PI and (b) compensating PI.



Fig. 15. Test chip micrograph.

Fig. 16. Power consumption versus operation rate.

Fig. 18. Eye-diagram of the recovered clock. (a) Traditional PI and (b)
compensating PI.

Fig. 19. Measured JTOL.
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pJ/bit at 10 Gb/s. The I, Q phase errors at different rates are plotted in
Fig. 17. The measured results show that all the I, Q mismatches are under
2� from 1 to 6 GHz, providing a good I, Q accuracy for the CDR.

The recovered clock eyes utilizing the traditional PI and the
compensating PI are compared in Fig. 18. As annotated in the diagrams,
the total jitter (TJ) at BER¼ 1e-12 is reduced from 23.4 to 16.6 ps. Fig. 19
depicts that the optimized PI improves the JTOL of the CDR. Specifically,
Fig. 17. I, Q phase errors at different operation rates.
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the sinusoidal jitter (SJ) amplitude tolerance of the compensating PI
demonstrates a more than 10% improvement (from 0.47 to 0.52 UIpp).

Table 1 gives the comparison results between this work and two state-
of-the-art methods, indicating that our design outperforms the other two
in terms of most measurements, especially the area occupation and JTOL
at high frequency.

5. Conclusion

In this paper, a power scalable 2–10 Gb/s PI-based CDR with linearity
Table 1
Performance summary and comparison.

This work [1] [9]

Data Rate (Gb/s) 2–10 7 4–10.5
Power Efficiency (mW/Gb/s) 4.2 4.21 2.25
Area (mm2) 0.12 0.23 1.63
TJ of Recovered Clock (UI) 0.17 N/A 0.24
JTOL at High Frequency (UI) 0.52 0.47 0.4
Technology (nm) 65 130 65
Supply (V) 1.2 1.2 1.2/1.0
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optimization is developed for multilane and multirate serial links. The
main features of this design mainly include developing a DLL-based
global biasing strategy to obtain a wide operation range, proposing an
open-loop VCDL-based clock conditioner to perform the desired func-
tions of DCC, I, Q mismatch adjustment, and slew-rate calibration, and
introducing a compensating PI to optimize the phase-interpolation line-
arity. The prototype is fabricated in a 65-nm CMOS process and occupies
an area of 0.12mm2. The measured phase spacing mismatches between I,
Q clocks are below 2� within a range of 1–6 GHz. The power consumption
shows an approximate linearity with the operation rate when operating
from 2 to 10 Gb/s and consumes 42mWat 10 Gb/s. The maximum
tolerable high-frequency amplitude of the sinusoidal jitter is 0.52 UIpp
and the total jitter of the recovered clock is optimized to 16.6 ps when
operating at 10 Gb/s.
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